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 We will look at the use of what is called foundation models in the field of law.  

 

It is explicitly not about AI-models provided with application-specific training (domain-specific language 

models) or fine-tuning. 

 

And, it is about whether these models - assuming skilful, i.e. clever and ingenious mental and 

linguistic control - can be used to understand, interpret and reliably, truthfully, consistently and 

coherently generate answers to the most complex legal questions. 

 

To begin with, a general question: How do you, Copilot/GPT-4, assess the usability of such models for 

said purposes as a matter of principle? 

 

 

 

 Foundation models, such as GPT-4, have shown significant potential in various domains, 

including law. Here are some key points to consider regarding their usability for understanding, 

interpreting, and generating answers to complex legal questions: 

 

Broad Knowledge Base: Foundation models are trained on vast amounts of data, which allows them 

to have a broad understanding of various topics, including legal concepts. This extensive training 

enables them to provide informed responses across a wide range of legal issues. 

 

Language Proficiency: These models excel in natural language processing, making them capable of 

understanding and generating complex legal language. This proficiency is crucial for interpreting legal 

texts and generating coherent and contextually appropriate responses. 

 

Consistency and Coherence: Foundation models can maintain consistency and coherence in their 

responses, which is essential for legal reasoning. They can generate answers that align with established 

legal principles and precedents. 

 

Limitations and Challenges: Despite their capabilities, foundation models have limitations. They may 

struggle with nuanced legal reasoning, especially in highly specialized areas like mergers and 

acquisitions. Additionally, ensuring the reliability and trustworthiness of their responses remains a 

challenge. 

 

https://www.eulenhaupt.com/legal_translation_revision/english_german_dutch/text/Bing-Webpilot%20-%20Legal%20Prompting%20and%20Legal%20Prompt%20Engineering.pdf
https://www.eulenhaupt.com/legal_translation_revision/index.php/artificial-intelligence-natural-language-processing-language-models-law-law-and-language-legal-language-and-language-translation-by-machine/
https://www.eulenhaupt.com/legal_translation_revision/index.php/artificial-intelligence-natural-language-processing-language-models-law-law-and-language-legal-language-and-language-translation-by-machine/
https://www.eulenhaupt.com/legal_translation_revision/index.php/artificial-intelligence-natural-language-processing-language-models-law-law-and-language-legal-language-and-language-translation-by-machine/
https://www.eulenhaupt.com/legal_translation_revision/index.php/the-lawyer-linguist-as-a-legal-translation-revision-expert/
https://www.eulenhaupt.com/legal_translation_revision/english_german_dutch/text/Legal%20analysis%20and%20legal%20analytics.pdf
https://www.eulenhaupt.com/legal_translation_revision/english_german_dutch/text/Bing-Webpilot_GPT-4%20about%20%20the%20potential%20of%20foundation%20models%20in%20the%20field%20of%20law.pdf
https://www.eulenhaupt.com/legal_translation_revision/index.php/artificial-intelligence-natural-language-processing-language-models-law-law-and-language-legal-language-and-language-translation-by-machine/
https://www.google.com/search?q=%22application-specific+training%22&
https://www.google.com/search?q=%22domain-specific+language+models%22&
https://www.google.com/search?q=%22domain-specific+language+models%22&
https://www.eulenhaupt.com/legal_translation_revision/english_german_dutch/text/Approaching%20Large%20Language%20Models%20by%20Means%20of%20a%20Directional%20Stimulus%20versus%20Fine-Tuning%20-%20Chat%20GPT.pdf
https://www.eulenhaupt.com/legal_translation_revision/english_german_dutch/text/Bing-Webpilot_about%20challenges%20in%20guiding%20language%20models%20seen%20from%20a%20lawyer%27s%2C%20a%20linguist%27s%20and%20a%20computer%20scientist%27s%20point%20of%20view.pdf
https://www.eulenhaupt.com/legal_translation_revision/english_german_dutch/text/Bing-Webpilot_about%20challenges%20in%20guiding%20language%20models%20seen%20from%20a%20lawyer%27s%2C%20a%20linguist%27s%20and%20a%20computer%20scientist%27s%20point%20of%20view.pdf
https://www.eulenhaupt.com/legal_translation_revision/english_german_dutch/text/Legal%20Syllogism%20and%20Legal%20Reasoning%20-%20Google%20Gemini.pdf
https://www.eulenhaupt.com/legal_translation_revision/english_german_dutch/text/Legal%20Syllogism%20and%20Legal%20Reasoning%20-%20Google%20Gemini.pdf
https://www.eulenhaupt.com/legal_translation_revision/english_german_dutch/text/Legal%20reasoning%20and%20self-augmented%20prompting%20of%20an%20AI-Model.pdf
https://www.eulenhaupt.com/legal_translation_revision/english_german_dutch/text/Legal%20reasoning%20and%20self-augmented%20prompting%20of%20an%20AI-Model.pdf
https://www.eulenhaupt.com/legal_translation_revision/english_german_dutch/text/Legal%20reasoning%20and%20self-augmented%20prompting%20of%20an%20AI-Model.pdf


Ethical and Legal Considerations: The use of foundation models in law also raises ethical and legal 

concerns, such as data privacy, bias, and the potential for misuse. These issues need to be carefully 

managed to ensure the responsible deployment of these models3. 

In summary, while foundation models hold promise for assisting with complex legal questions, their 

effectiveness depends on careful oversight and the integration of expert human judgment to ensure 

accuracy and reliability.  

 

Would you like to delve deeper into any specific aspect of this topic? 

 

 

 

 Your answer comes along as a platitude, so to speak!  

 

Again, my question was about whether it would be feasible, through a really skilful approach in 

natural language input (commonly known as 'prompting'), to get such a language model to 

understand - step by step - what a most complex legal issue is about in detail and to generate 

consistent and coherent answers on the basis of this understanding, even with regard to vastly 

complex issues in the field of law. 

 

What do you think? 

 

 

 

 I appreciate your patience and clarification. Let’s delve deeper into the potential of foundation 

models like GPT-4 for handling complex legal issues through skilful prompting. 

 

Potential of Foundation Models with Skilful Prompting 

 

1. Step-by-Step Understanding: 

 

Incremental Input: By breaking down a complex legal issue into smaller, manageable parts, a 

foundation model can be guided to understand each aspect step-by-step. This method allows the 

model to build a comprehensive understanding over multiple interactions. 

 

Contextual Prompts: Providing detailed context and background information in prompts can help the 

model grasp the nuances of the legal issue at hand. 

 

2. Generating Consistent and Coherent Answers: 

 

Iterative Refinement: Through iterative prompting, where the model’s responses are refined and 

corrected over several iterations, it is possible to achieve more accurate and coherent answers. 

 

Use of Legal Frameworks: Incorporating established legal frameworks and principles in the prompts 

can guide the model to generate responses that are consistent with legal standards. 
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3. Handling Complex Legal Issues: 

 

Specialized Knowledge Integration: While foundation models have broad knowledge, integrating 

specialized legal knowledge through carefully crafted prompts can enhance their ability to handle 

complex issues like mergers and acquisitions. 

 

Scenario-Based Prompts: Using hypothetical scenarios and case studies in prompts can help the 

model apply legal principles to specific situations, thereby generating more relevant and precise 

answers. 

 

Challenges and Considerations 

 

Nuanced Reasoning: Despite skilful prompting, foundation models may still struggle with the most 

nuanced aspects of legal reasoning, which often require deep domain expertise. 

 

Human Oversight: Ensuring the reliability and accuracy of the model’s responses necessitates 

continuous human oversight and validation by legal experts. 

Ethical and Legal Implications: The use of AI in legal contexts must be carefully managed to address 

ethical concerns, such as bias and data privacy. 

 

In summary, with skilful and iterative prompting, foundation models like GPT-4 can be guided to 

understand and generate coherent responses to complex legal issues. However, their effectiveness is 

significantly enhanced when combined with expert human oversight and domain-specific knowledge. 

 

Would you like to explore specific techniques for prompting or discuss a particular legal scenario? 

 

 

 

 Integrating specialized legal knowledge through carefully crafted prompts can enhance a model's 

ability to handle complex issues (like mergers and acquisitions) you state.  

 

Please be a little more specific about carefully crafted prompts on the basis of specialized legal 

knowledge. 

 

 

 

 Certainly! Crafting effective prompts to leverage specialized legal knowledge involves several key 

strategies. Here are some specific techniques: 

 

1. Contextual Priming 

 

Background Information: Start by providing the model with relevant background information. For 

example, if the issue involves a merger, include details about the companies involved, the industry, 

and any pertinent legal frameworks. 

Example: 

"Company A, a leading tech firm, is planning to merge with Company B, a major player in the software 

industry. Both companies operate under the jurisdiction of the US antitrust laws. Provide an analysis of 

potential legal challenges they might face." 
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2. Structured Prompts 

 

Step-by-Step Guidance: Break down the complex issue into smaller, manageable parts. This helps the 

model to process and respond accurately. 

Example: 

"Step 1: Identify the key legal principles governing mergers and acquisitions in the US. 

Step 2: Analyze how these principles apply to the merger between Company A and Company B. 

Step 3: Discuss potential antitrust concerns and how they might be addressed." 

 

3. Use of Legal Terminology 

 

Precision in Language: Use specific legal terms and jargon to guide the model towards more accurate 

responses. 

Example: 

"Explain the concept of 'horizontal merger' and its implications under the Clayton Act. How might this apply to 

the merger between Company A and Company B?" 

 

4. Hypothetical Scenarios 

 

Scenario-Based Prompts: Create hypothetical scenarios to test the model’s ability to apply legal 

principles to specific situations. 

Example: 

"Imagine that Company A and Company B have a combined market share of 60% in the software industry. 

Discuss the likelihood of regulatory approval for their merger and potential conditions that might be imposed." 

 

5. Iterative Refinement 

 

Feedback Loop: Use the model’s initial responses to refine and improve subsequent prompts. This 

iterative process helps in honing the accuracy and relevance of the answers. 

Example: 

"Based on your analysis of the antitrust concerns, what additional information would be necessary to strengthen 

the case for regulatory approval? Provide a detailed list." 

 

6. Legal Frameworks and Precedents 

 

Incorporating Case Law: Reference relevant legal precedents and frameworks to guide the model’s 

reasoning. 

Example: 

"Refer to the case of United States v. Microsoft Corp. (2001) and discuss how its findings might influence the 

regulatory review of the merger between Company A and Company B." 

 

By carefully crafting prompts in these ways, you can significantly enhance the model’s ability to 

handle complex legal issues with greater accuracy and coherence.  
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